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Abstract. Let \( \tilde{G} \) be an algebraic group acting on a variety \( \tilde{L} \), and \( G \subset \tilde{G} \) a subgroup which leaves a subvariety \( L \subset \tilde{L} \) stable. For a \( G \)-orbit \( O_G = Gu \ (u \in L) \) in \( L \), we can associate an orbit \( \tilde{O}_G = \tilde{G}u \) of \( \tilde{G} \) so that we get a map \( L/G \to \tilde{L}/\tilde{G} \) between orbit spaces, though this map is usually not injective. In this note, when \( G \) is a symmetric subgroup arising from an involutive anti-automorphism, we give certain sufficient conditions for the map \( L/G \to \tilde{L}/\tilde{G} \) to be injective after the method of Ohta [Oht08]. Our main concern here is to produce examples of enhanced Lie algebras (or enhanced \( \theta \)-representations). We also analyze an obstruction which prevents the orbit space inclusion.

1. Introduction

Let \( \tilde{G} \) be an algebraic group acting on a variety \( \tilde{L} \). We denote by \( \tilde{L}/\tilde{G} \) the orbit space (the collection of all orbits) with quotient topology. Consider a subgroup \( G \subset \tilde{G} \) and let us assume that a subvariety \( L \subset \tilde{L} \) is stable under \( G \). Take a \( G \)-orbit \( O_G = Gu \ (u \in L) \), and we associate it with a \( \tilde{G} \)-orbit \( \tilde{O}_G = \tilde{G}u \). Thus we get a continuous map \( L/G \to \tilde{L}/\tilde{G} \), though this map is usually not injective.

In the case where \( \tilde{L} \) is a vector space with linear \( \tilde{G} \)-action, Ohta [Oht08] studied embedding of \( G \)-orbits in \( L \) into \( \tilde{G} \)-orbits with application to the invariant theory in mind (see also [Oht10]). Ohta put some reasonable conditions to get the injectivity of the map \( L/G \to \tilde{L}/\tilde{G} \). It seems that his conditions can be somewhat loosened so that we can manage much more interesting cases.

We generalize Ohta’s conditions in two ways. One is to replace a vector space \( \tilde{L} \) (in Ohta’s case) by a general variety. In application, this is important. The other one is to replace one of Ohta’s conditions which depends on the realization of \( \tilde{G} \) and seemingly its ambient space. This replaced condition is actually very close to his original one, and seems to catch an important property of orbits in an abstract way. We also would like to emphasize Ohta’s original method provides a very efficient tool to check this new condition.

The main theorem is stated in § 3, however, it is helpful to explain our main example here.
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We take $\tilde{G} = \text{GL}_{2n}(\mathbb{C})$ which acts on $V = \mathbb{C}^{2n}$ by the matrix multiplication. Then $\tilde{G}$ acts on $\tilde{L} = V \oplus V^* \oplus \mathfrak{gl}_{2n}(\mathbb{C})$ in natural way. This is our enhanced Lie algebra. Let us consider a subgroup $\tilde{G} = \text{Sp}_{2n}(\mathbb{C})$ acting on $L = V \oplus \mathfrak{sp}_{2n}(\mathbb{C})$, which is embedded into $\tilde{L}$ using $V \leftrightarrow V \oplus V^*$ as $u \mapsto (u, -tu)$. For the Lie algebra part, we use a natural embedding as a subalgebra. Note that $L$ is also an enhanced Lie algebra for $\mathfrak{sp}_{2n}(\mathbb{C})$. Then, our theorem tells

**THEOREM 1.1.** Natural map $L/G \to \tilde{L}/\tilde{G}$ induces an embedding of orbit spaces

$$L/G = \left(V \oplus \mathfrak{sp}_{2n}(\mathbb{C})\right)/\text{Sp}_{2n}(\mathbb{C}) \hookrightarrow \left(V \oplus V^* \oplus \mathfrak{gl}_{2n}(\mathbb{C})\right)/\text{GL}_{2n}(\mathbb{C}) = \tilde{L}/\tilde{G}.$$ 

In particular, if we take a $\text{GL}_{2n}(\mathbb{C})$-orbit $\mathcal{O}_{\text{GL}_{2n}} \subset \tilde{L}$, then the intersection $\mathcal{O}_{\text{GL}_{2n}} \cap L$ consists of a single $\text{Sp}_{2n}(\mathbb{C})$-orbit. This embedding takes closed $G$-orbits to closed $\tilde{G}$-orbits.

In the end of Section 2, we will discuss on an application to invariant theory.

In the course of arguments, we show another new example where a restriction of this orbit embedding is still an embedding. Let $K = \text{GL}_{2n}(\mathbb{C}) \times \text{GL}_{n}(\mathbb{C})$ which is diagonally embedded into $\tilde{G} = \text{GL}_{2n}(\mathbb{C})$. Then $K = G \cap \tilde{K}$ is isomorphic to $\text{GL}_{n}(\mathbb{C})$. Let $M_n(\mathbb{C}) \oplus M_n(\mathbb{C})$ be anti-diagonally embedded into $\mathfrak{gl}_{2n}(\mathbb{C})$, which is considered to be $\mathfrak{g}/\mathfrak{k}$ (the tangent space of $\tilde{G}/\tilde{K}$ at the base point). Similarly, we see that $\text{Sym}_n(\mathbb{C}) \oplus \text{Sym}_n(\mathbb{C})$ is anti-diagonally embedded into $\mathfrak{sp}_{2n}(\mathbb{C}) \subset \mathfrak{gl}_{2n}(\mathbb{C})$, which can be identified with $\mathfrak{g}/\mathfrak{k} \simeq T_{eK}(G/K)$. In this setting we have

**COROLLARY 1.2.** Under the above setting, there is an embedding of orbit space

$$\left(C^n \oplus \text{Sym}_n(\mathbb{C}) \oplus \text{Sym}_n(\mathbb{C})\right)/\text{GL}_n(\mathbb{C})$$

$$\hookrightarrow \left(C^{2n} \oplus M_n(\mathbb{C}) \oplus M_n(\mathbb{C})\right)/\text{GL}_n(\mathbb{C}) \times \text{GL}_n(\mathbb{C}).$$

This corollary should be interpreted as an orbit embedding for enhanced $\theta$-representations. Note that the actions of $K = \text{GL}_n(\mathbb{C})$ and $\tilde{K} = \text{GL}_n(\mathbb{C}) \times \text{GL}_n(\mathbb{C})$ are somewhat twisted, and also the embedding is twisted too. See § 4 for details.

Our treatment here provides a useful method to determine whether a particular $\tilde{G}$-orbit intersects $L$ in a single $G$-orbit. In the last section, we exhibit this by using a simple example, where $\tilde{G} = \text{GL}_2(\mathbb{C})$.

Acknowledgement. The author thanks the referee for suggestions which are of great help to improve this note. Also he is indebted to the referee for pointing out a serious error in the first draft. The author also thanks Takuya Ohta, Lucas Fresse, Hiroyuki Ochiai and Minoru Itoh for useful discussions. The collaboration with Lucas is a good motivation to this short note, and the on-going joint works with him will appear elsewhere.

Last but not least, the author expresses a deep admiration to Fumihiro-sensei for his contributions to mathematics.
2. Enhanced Lie algebra and the orbit embedding

Let \( V = \mathbb{C}^{2n} \) be a vector space with symplectic form \( \langle ., . \rangle \) defined by
\[
\langle u, v \rangle = \langle u, Jv \rangle, \quad \text{where} \quad J = \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix}.
\] (2.1)

We put \( \tilde{G} = \text{GL}(V) = \text{GL}_{2n}(\mathbb{C}) \) and consider the following anti-automorphism \( \sigma \) of \( \tilde{G} \):
\[
\sigma(g) = J^{-1} g J \quad (g \in \tilde{G}).
\] (2.2)

This means that \( \sigma(g) = g^* \), the adjoint of \( g \) with respect to the symplectic form \( \langle ., . \rangle \). We naturally extend it to \( \text{End}(V) \) and denote it by the same letter \( \sigma \). Note that \( \sigma \) is involutive, i.e., \( \sigma^2 = \text{id} \). Thus \( \theta(g) = \sigma(g)^{-1} \) defines an involutive automorphism of \( \tilde{G} \), and we put
\[
G := G^\theta = \{ g \in \tilde{G} \mid \theta(g) = g \} = \{ g \in \tilde{G} \mid \sigma(g) = g^{-1} \},
\] (2.3)
the symplectic group \( \text{Sp}_{2n}(\mathbb{C}) \), which is a symmetric subgroup of \( \tilde{G} \). Our main concern here is an action of \( \tilde{G} \) on an enhanced Lie algebra \( \tilde{L} := V \oplus V^* \oplus \text{End}(V) \) with the action explicitly given as follows: for \( X = (u, tv) + A \in \tilde{L} \) and \( g \in \tilde{G} \),
\[
g \cdot X = (g u, t(\sigma(g)^{-1} v)) + g A g^{-1} = (g u, t(\theta(g) v)) + \text{Ad}(g) A.
\] (2.5)

Note that \( \text{End}(V) \) can be considered as a Lie algebra \( \tilde{g} = \text{gl}_{2n}(\mathbb{C}) \) with the adjoint action. The action is somewhat twisted by \( \sigma \), but actually, as a representation, the space \( \tilde{L} \) is isomorphic to \( V \oplus V^* \oplus V \otimes V^* \) in usual sense. The space \( \tilde{L} \) is our enhanced Lie algebra.

We define an involutive automorphism of a vector space \( \tilde{L} \) as follows, and we will denote it by the same letter \( \sigma \). Namely, for \( X = (u, tv) + A \in \tilde{L} \), we put
\[
\sigma(X) = \sigma((u, tv)) + \sigma(A) := (v, tu) + J^{-1} t A J.
\] (2.6)

Since this involution is a natural extension from an anti-automorphism of the matrix algebra \( \text{End}(V) \), there should be no confusion to use the same letter. However, if there is a possibility of confusion, we will use \( \sigma_{\tilde{G}} \) or \( \sigma_{\tilde{L}} \) depending on the situation. So we have \( \sigma_{\tilde{L}}^2 = \text{id}_{\tilde{L}} \), and note that \( \sigma_{\tilde{L}} \) is an automorphism of a vector space.

**Lemma 2.1.** For \( g \in \tilde{G} \) and \( X \in \tilde{L} \), we have \( \sigma(g \cdot X) = \sigma(g)^{-1} \cdot \sigma(X) \).

**Proof.** This is a consequence of the following calculation:
\[
\sigma(g \cdot X) = \sigma((g u, t(\sigma(g)^{-1} v))) + \sigma(g A g^{-1})
= (\sigma(g)^{-1} v, t(g u)) + (\sigma(g)^{-1} A \sigma(g) \sigma(g)^{-1}
= \sigma(g)^{-1} \cdot ((v, tu) + \sigma(A)) = \sigma(g)^{-1} \cdot \sigma(X). \] \( \square \)
Let us consider another automorphism \( \alpha \in \text{Aut}_{\tilde{G}}(\tilde{L}) \) of \( \tilde{L} \) which is \( \tilde{G} \)-equivariant. In the present case, \( \alpha \) should be non-zero constant on each irreducible components of \( \tilde{L} \), so there is not much possibility. In the application, we will take \( \alpha \) as \(-1\) or 1. Put

\[
L := \{ X \in \tilde{L} \mid \sigma(X) = \alpha(X) \}. \tag{2.7}
\]

**Lemma 2.2.** The subspace \( L \) is stable under the action of \( G \).

**Proof.** Take \( X \in L \) so that \( \sigma(X) = \alpha(X) \) holds. For \( g \in G \), we have

\[
\sigma(g \cdot X) = \sigma(g)^{-1} \cdot \sigma(X) = g \cdot \sigma(X)
\]

by Lemma 2.1, and

\[
\alpha(g \cdot X) = g \cdot \alpha(X),
\]

since \( \alpha \) is \( \tilde{G} \)-equivariant. Thus we get \( \sigma(g \cdot X) = \alpha(g \cdot X) \) which means \( g \cdot X \in L \). \( \square \)

We are interested in the comparison of two orbit spaces \( L/G \) and \( \tilde{L}/\tilde{G} \). Before proceeding further, it will be helpful to sketch what is our \( L \). We have a decomposition \( \tilde{g} = g \oplus p \) according to the eigenvalue \( \pm 1 \) of \( \theta \) (polar decomposition). Then, if we take \( \alpha = -1 \), we get

\[
L = \{ X = (u, -t'v) + A \mid A \in g \} \simeq V \oplus \text{sp}(V). \tag{2.8}
\]

This is an enhanced Lie algebra for \( G \). On the other hand, if we take \( \alpha = 1 \) (identity map), then we get

\[
L = \{ X = (u, tv) + A \mid A \in p \} \simeq V \oplus \wedge^2 V \tag{2.9}
\]

and this is an enhanced \( \theta \)-representation (cf. [Vin76], [dGVY12]), or an exotic symplectic Lie algebra ([Kat09]).

Now we present a main theorem under the setting above.

**Theorem 2.3.** The natural correspondence of orbits of \( G \) and \( \tilde{G} \) given by

\[
L/G \ni O_G \mapsto \tilde{G} \cdot O_G \in \tilde{L}/\tilde{G}
\]

induces an injection. In other words, for any \( \tilde{G} \)-orbit \( O_{\tilde{G}} \subset \tilde{L} \), the intersection \( L \cap O_{\tilde{G}} \) is either empty or a single \( G \)-orbit. This injection takes closed \( G \)-orbits to closed \( \tilde{G} \)-orbits.

**Proof.** Take \( X, Y \in O_{\tilde{G}} \cap L \), so that \( X, Y \in L \) and \( Y = g \cdot X \) for some \( g \in \tilde{G} \). We want to show \( X \) and \( Y \) are conjugate under the action of \( G \). Let us begin with

\[
\alpha(g \cdot X) = \sigma(g \cdot X) = \sigma(g)^{-1} \cdot \sigma(X)
\]

\[
= \sigma(g)^{-1} \cdot \alpha(X) = \alpha(\sigma(g)^{-1} \cdot X),
\]

hence we get \( g \cdot X = \sigma(g)^{-1} \cdot X \). This means \( \sigma(g)g \cdot X = X \) and we conclude that \( \sigma(g)g \in \tilde{G}_X \) (a stabilizer of \( X \) in \( \tilde{G} \)). We put \( h := \sigma(g)g \). Since \( h \cdot X = X \), we get

\[
X = (u, tv) + A = h \cdot X = (hu, \sigma(h)^{-1}v) + hAh^{-1} = (hu, \sigma(h^{-1}v)) + hAh^{-1}.
\]

Thus we have

\[
\sigma(h) = h; \quad hu = u, \quad hv = v, \quad hA = Ah.
\]
A routine elementary method in linear algebra tells that there exists a polynomial \( f(T) \in \mathbb{C}[T] \) such that
\[
    h = f(h)^2, \quad \sigma(f(h)) = f(h), \quad f(h)u = u, \quad f(h)v = v, \quad f(h)A = Af(h).
\]
Since \( f(h) \) is regular, it belongs to \( \tilde{G}_X \). We will simply write \( f = f(h) \in \tilde{G}_X \) below.

Since \( \sigma(f) = f^2 = h = \sigma(g)g \), we get
\[
    \sigma(fg^{-1})fg^{-1} = \sigma(g)^{-1}\sigma(f)fg^{-1} = \sigma(g)^{-1}\sigma(g)g^{-1} = e.
\]
This means \( f^{-1} \in G \) or \( gf^{-1} \in G \). Note that \( f^{-1} \in \tilde{G}_X \) because \( f \in \tilde{G}_X \). Now we finish the proof to see
\[
    Y = g \cdot X = (gf^{-1}) \cdot X \quad \text{and} \quad gf^{-1} \in G,
\]
hence \( X \) and \( Y \) are in the same \( G \)-orbit.

Let us show that if \( \mathcal{O}_G \subset L \) is a closed \( G \)-orbit, then \( \mathcal{O}_{\tilde{G}} = \tilde{G} \cdot \mathcal{O}_G \subset \tilde{L} \) is also closed. For this, we follow the same arguments as in [Oht08, Theorem 8]. Namely, we use the following criterion of Luna ([Lun75, §§ 2.1 & 3.1]).

**Luna’s Criterion:** Suppose that a reductive group \( G \) acts on an affine variety \( X \) and that \( H \) is a reductive subgroup of \( G \). Put \( X^H := \{ x \in X \mid h \cdot x = x \} \).

(i) The natural morphism \( X^H // N_G(H) \to X//G \) is finite, where \( X//G = \text{Spec} (\mathbb{C}[X]^G) \) denotes an affine categorical quotient. (ii) For any \( x \in X^H \), a \( G \)-orbit \( G \cdot x \) is closed if and only if \( N_G(H) \cdot x \) is closed.

In this criterion, we can replace the normalizer \( N_G(H) \) by the centralizer \( Z_G(H) \). For this, see [Lun75, § 1.9] (cf. [PV94, Theorems 6.16 & 6.17] and Remark after Corollary 2).

In Luna’s Criterion, let us take \( G \) (Luna’s) \( = (\theta) \ltimes \tilde{G} \), \( \tilde{X} = \tilde{L} \), \( H = (\theta) \cong \mathbb{Z}_2 \). The action of \( \tilde{G} \) on \( \tilde{L} \) is already given, and \( \theta \) acts on \( \tilde{L} \) by \( \theta(x) = \alpha^{-1}\sigma_{\tilde{L}}(x) \) for \( x \in \tilde{L} \). Then it is immediate to check that \( X^H = L \) and \( Z_G(H) = (\theta) \times G \) (ours).

Now Luna’s Criterion (ii) tells that \( (\theta) \cdot \mathcal{O}_G \) is closed if and only if \( ((\theta) \ltimes \tilde{G}) \cdot \mathcal{O}_G \) is closed. Since \( \theta \) normalizes \( \tilde{G} \) and fixes \( \mathcal{O}_G \) point wise, we know \( (\theta) \cdot \mathcal{O}_G = \mathcal{O}_G \) and \( ((\theta) \ltimes \tilde{G}) \cdot \mathcal{O}_G = \tilde{G} \cdot \mathcal{O}_G \). At the same time, we also see that the natural morphism \( L//G \to \tilde{L}//((\theta) \ltimes \tilde{G}) \) is finite by Criterion (i). \( \square \)

### 3. Orbit embedding in general

We extract general conditions from Section 2, which assures orbit embedding. Thus, let us consider a general action of an algebraic group \( \tilde{G} \) on a variety \( \tilde{L} \), which is no more a linear action. Let \( \sigma = \sigma_{\tilde{G}} \) be an anti-automorphism such that \( \sigma_{\tilde{G}}^2 = \text{id}_{\tilde{G}} \), and assume that there exists an involutive automorphism \( \sigma = \sigma_{\tilde{L}} \in \text{Aut}(\tilde{L}) \) which satisfies
\[
    \sigma(g \cdot x) = \sigma(g)^{-1}\sigma(x) \quad (g \in \tilde{G}, \ x \in \tilde{L}). \quad (3.1)
\]
Note that \( \theta(g) := \sigma(g)^{-1} \) defines an involutive automorphism of \( \tilde{G} \). We put
\[
    G = \{ g \in \tilde{G} \mid \sigma(g) = g^{-1} \} = (\tilde{G})^\theta,
\]
Then $G$ is a symmetric subgroup in $\tilde{G}$ and $L$ is a closed subvariety of $\tilde{L}$ stable under $G$.

We assume the following

**Assumption 3.1.** For any $x \in L$ and $h \in \tilde{G}_x$ such that $\sigma(h) = h$, there exists $f \in \tilde{G}_x$ which satisfies $h = f^2$ and $\sigma(f) = f$.

**Theorem 3.2.** Under Assumption 3.1, the following (1) – (3) hold.

1. The natural map $L/G \to \tilde{L}/\tilde{G}$ defined by $O_G \mapsto \tilde{G} \cdot O_G$ ($O_G \in L/G$) induces an injection $L/G \hookrightarrow \tilde{L}/\tilde{G}$. In other words, for any $\tilde{G}$-orbit $O_{\tilde{G}} \subseteq \tilde{L}$, the intersection $L \cap O_{\tilde{G}}$ is either empty or a single $G$-orbit.

2. If $\tilde{L}$ is an affine variety, then the injection $L/G \to \tilde{L}/\tilde{G}$ takes closed $G$-orbits to closed $\tilde{G}$-orbits.

3. If $\tilde{L}$ is an affine variety, the ring of invariants $\mathbb{C}[L]^G$ is integral over the restriction of the invariant ring $\mathbb{C}[\tilde{L}]^{\tilde{G}}|_L$ to $L$ and they have the same quotient field.

**Remark 3.3.** In § 2, we use an extra automorphism $\alpha \in \text{Aut}_G(\tilde{L})$. To recover the situation in § 2, it is enough to consider $\alpha^{-1}\sigma_{\tilde{L}}$ instead of $\sigma_{\tilde{L}}$ here.

**Proof.** The proof of (1) and (2) goes almost the same as that of Theorem 2.3 (we use Assumption 3.1 to get an element $f \in \tilde{G}_x$).

Let us prove (3). Luna’s Criterion (ii) tells that $\mathbb{C}[L]^{(\theta)\times \tilde{G}}$ is of finite type over $\mathbb{C}[\tilde{L}]^{(\theta)\times \tilde{G}}|_L$. Since $\theta$ acts on $L$ trivially, the invariant ring $\mathbb{C}[L]^G$ coincides with $\mathbb{C}[L]^{(\theta)\times \tilde{G}}$. On the other hand, the ring $\mathbb{C}[\tilde{L}]^{\tilde{G}}|_L$ clearly contains $\mathbb{C}[\tilde{L}]^{(\theta)\times \tilde{G}}|_L$. Therefore $\mathbb{C}[L]^G$ is of finite type over $\mathbb{C}[\tilde{L}]^{\tilde{G}}|_L$.

Let us prove their quotient fields are the same. In general, we have

$$(G \cdot L)/G \simeq \text{Spec } (\mathbb{C}[\tilde{L}]^{\tilde{G}}|_L).$$

See [Oht08, Proposition 7] for example. Thus the natural inclusion

$$\varphi^* : \mathbb{C}[\tilde{L}]^{\tilde{G}}|_L \hookrightarrow \mathbb{C}[L]^G$$

induces a dominant map

$$\varphi : L/G \longrightarrow (G \cdot L)/G.$$ 

The affine quotient $L/G$ is in bijection with the set of closed $G$-orbits in $L$ via the quotient map $L \to L/G$. Since a closed $G$-orbit generates a closed $\tilde{G}$-orbit, the map $\varphi$ is generically one-to-one. This means $\varphi$ is birational, hence the quotient fields are the same.

□

Here we briefly discuss on the application to the invariant theory. In the setting of Section 2, the invariants of $\tilde{G} = \text{GL}(V)$ on $\tilde{L} = V \oplus V^* \oplus \text{GL}(V)$ is well known to experts (see, e.g., [Ith13, Theorem 0.2]).

**Proposition 3.4.** $\text{GL}(V)$-invariants on $V \oplus V^* \oplus \text{gl}(V)$ are generated by invariants on $\text{gl}(V)$ and $\{\Gamma_k \mid k \geq 0\}$, where

$$\Gamma_k (v + \xi + A) = \xi (A^k v), \quad (v + \xi + A \in V \oplus V^* \oplus \text{gl}(V)).$$
Now we apply Theorem 3.2 (3) to get the following corollary.

**Corollary 3.5.** \( \text{Sp}(V) \)-invariants on \( V \oplus \mathfrak{sp}(V) \) is rationally generated by invariants on \( \mathfrak{sp}(V) \) and \( \{ \gamma_k \mid k \geq 1 \} \), where

\[
\gamma_k(v + A) = (v, A^kv) = t^k J A^kv \quad (v + A \in V \oplus \mathfrak{sp}(V)).
\]

Note that \( V \oplus \mathfrak{sp}(V) \simeq V \oplus S^2(V) \) as a representation of \( \text{Sp}(V) \). Therefore the above corollary also applies to invariants \( \mathbb{C}[V \oplus S^2(V)]^{\text{Sp}(V)} \).

### 4. Further example: enhanced \( \theta \)-representation

Return to the setting and notation in Section 2. The symplectic space \( V \) has a standard polarization \( V = W^+ \oplus W^- \), where \( W^+ \) is generated by the first half standard basis \( e_1, \ldots, e_n \) and \( W^- \) generated by the latter half \( f_1, \ldots, f_n \), where \( f_i = e_{n+i} \). Let us consider a subgroup \( \tilde{K} \) of \( \tilde{G} \):

\[
\tilde{K} = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mid a, b \in \text{GL}_n(\mathbb{C}) \right\} \simeq \text{GL}(W^+) \times \text{GL}(W^-).
\]

This is also a symmetric subgroup of \( \tilde{G} \) associated with an involution \( \tau(g) = I_n, g I_n^{-1} \), where \( I_n = \begin{pmatrix} 1_n & 0 \\ 0 & -1_n \end{pmatrix} \). Since \( \tau \) and \( \sigma \) commute with each other, \( \tilde{K} \) is stable under \( \sigma \), and it is straightforward to see that \( \sigma(\text{diag}(a, b)) = \text{diag}(t^1 b, t^1 a) \).

We can take \( \tilde{K} \) as \( \tilde{G} \) and play the same game. In this case, we get

\[
K = \{ g \in \tilde{K} \mid \sigma(g) = g^{-1} \} = (\tilde{K})^g
\]

in place of \( G \). \( K \) is isomorphic to \( \text{GL}_n(\mathbb{C}) \) realized as \( K = \{ \text{diag}(a, t^1 a^{-1}) \mid a \in \text{GL}_n(\mathbb{C}) \} \) in \( \text{Sp}(V) \). Thus our embedding theorem tells us

**Theorem 4.1.** Under the same setting and notation as in Section 2, The orbit map \( L/K \to \tilde{L}/\tilde{K} \) is an embedding, which takes closed orbits to closed orbits.

If we take an appropriate subspace of \( \tilde{L} \) (hence \( L \)) stable under \( \tilde{K} \), we get two corollaries.

**Corollary 4.2.** For \( V = \mathbb{C}^{2n} \), we have an inclusion of orbits:

\[
(V \oplus \text{Sym}_n(\mathbb{C}) \oplus \text{Sym}_n(\mathbb{C}))/\text{GL}_n(\mathbb{C}) \hookrightarrow \left( V \oplus V^* \oplus \text{M}_n(\mathbb{C}) \oplus \text{M}_n(\mathbb{C}) \right)/\text{GL}_n(\mathbb{C}) \times \text{GL}_n(\mathbb{C}).
\]

**Proof.** We take a subspace

\[
\tilde{L}_1 = V \oplus V^* \oplus (\text{M}_n(\mathbb{C}) \oplus \text{M}_n(\mathbb{C})) \subset V \oplus V^* \oplus \text{M}_2n(\mathbb{C}) = \tilde{L},
\]

where \( \text{M}_n(\mathbb{C}) \) is anti-diagonally embedded into \( \text{M}_2n(\mathbb{C}) = \mathfrak{gl}_{2n}(\mathbb{C}) \). Note that if we denote a Cartan decomposition of \( \mathfrak{gl}_{2n}(\mathbb{C}) \) with respect to \( \tau \) by \( \mathfrak{gl}_{2n}(\mathbb{C}) = \mathfrak{t} \oplus \mathfrak{p} \), then we can identify \( \mathfrak{p} = \text{M}_n(\mathbb{C}) \oplus \text{M}_n(\mathbb{C}) \) as above.

Since \( \sigma = \sigma_{\tilde{L}} \) preserves \( \tilde{L}_1 \), we take the restriction \( \sigma_1 = \sigma_{\tilde{L}} \mid \tilde{L}_1 \) and \( \alpha = -1 \). Then we get

\[
L_1 = \{(v, t^1 v) \mid v \in V \} \oplus (\text{Sym}_n(\mathbb{C}) \oplus \text{Sym}_n(\mathbb{C})) \subset \tilde{L}_1,
\]

and we can apply Theorem 3.2 (or Theorem 4.1 directly). \( \square \)
COROLLARY 4.3. For $W = \mathbb{C}^n$, we have an inclusion of orbits:

$$(W \oplus \text{Sym}_n(\mathbb{C}) \oplus \text{Sym}_n(\mathbb{C})) / \text{GL}_n(\mathbb{C}) \hookrightarrow (W \oplus W^* \oplus M_n(\mathbb{C}) \oplus M_n(\mathbb{C})) / \text{GL}_n(\mathbb{C}) \times \text{GL}_n(\mathbb{C}).$$

Proof. We take a subspace $\tilde{L}_2$ in $\tilde{L}_1$ given in the proof of Corollary 4.2 as follows.

Let $W = W^+$ be a Lagrangian subspace in $V = \mathbb{C}^{2n}$ as explained above. Then $W^*$ can be naturally identified with $W^-$ by the symplectic form on $V$. However, in our notation $X = (u, \mathcal{J}v) + A \in V \oplus V^* \oplus \text{End}(V)$, the second entry $\mathcal{J}v$ should have been understood as $\mathcal{J}vJ$ if we choose a non-degenerate bilinear form on $V$ as the symplectic form $(v, u) = \mathcal{J}vJu (u, v \in V)$. But we did not do it in that way to avoid the complexity of the notation. Therefore, $W^* = W^-$ should be interpreted as $\mathcal{J}W^* \cdot J = \mathcal{J}W^+$, which is the standard way to identify $\mathbb{C}^n$ with $(\mathbb{C}^n)^*$. Thus our $W \oplus W^*$ is expressed in the coordinate

$$W \oplus W^* = \{(u, 0), (v, 0) | u, v \in \mathbb{C}^n \} \subset V \oplus V^*.$$

With this understood we can see that $\tilde{L}_2$ is stable under $\sigma = \sigma_\mathcal{J}$ and we get

$$L_2 = \{(u, 0), (u, 0) | u \in \mathbb{C}^n \} \oplus (\text{Sym}_n(\mathbb{C}) \oplus \text{Sym}_n(\mathbb{C})) = W \oplus (\text{Sym}_n(\mathbb{C}) \oplus \text{Sym}_n(\mathbb{C})) \subset L_1.$$

Now everything follows. \qed

Corollary 4.3 can be considered as an orbit embedding theorem for an enhanced cyclic quiver (see [Oht10] and [Kem82] for cyclic quivers, and [Joh10] for enhanced cyclic quiver), and it seems deeply related to enhanced (or exotic) nilpotent cone for a double flag variety of type CI symmetric space (in preparation).

5. Obstructions for orbit embedding

In this section, we will exhibit a simple example which indicates what is an obstruction for orbit embedding.

In this example, we use traditional notation, which is different from the sections above. Let $G = \text{GL}_2(\mathbb{C})$ which acts on $\tilde{X} = \text{GL}_2(\mathbb{C})$ itself by conjugation: $g \cdot x = gxg^{-1}$ ($g \in G, x \in \tilde{X}$). We define an involutive anti-automorphism $\sigma : G \rightarrow G$ by $\sigma(g) = I_{1,1}^{-1}g^{-1}I_{1,1}$, where $I_{1,1} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$. Then clearly $\sigma(g \cdot x) = \sigma(g)^{-1} \cdot \sigma(x)$ holds.

Define an involutive automorphism $\theta \in \text{Aut}(G)$ by $\theta(g) = \sigma(g)^{-1} = I_{1,1}^{-1}gI_{1,1}$, and put

$$K = G^\theta = \{g \in G | \sigma(g) = g^{-1} \} = \{g \in G | \theta(g) = g \},$$

$$X = G^\sigma = \{g \in G | \sigma(g) = g \}.$$

By direct calculation, we know

$$K = \left\{ \begin{pmatrix} s \\ 0 \\ t \end{pmatrix} \right\} \quad \text{and}$$

$$X = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} | a^2 - bc = 1, \quad b \neq 0 \text{ or } c \neq 0 \right\} \cup \left\{ \begin{pmatrix} a & 0 \\ 0 & d \end{pmatrix} | a^2 = d^2 = 1 \right\}.$$

We want to analyze the map $X/K \rightarrow \tilde{X}/G$. This is almost an inclusion but not quite.
After simple computations, it turns out that a complete set of representatives of $K$-orbits in $X$ is
\[
\left\{ \begin{pmatrix} a & b \\ b & a \end{pmatrix} \mid a^2 - b^2 = 1, \; \text{Re} \; b > 0 \right\} \cup
\left\{ \begin{pmatrix} a & 1 \\ 0 & a \end{pmatrix} \mid a = \pm 1 \right\}
\cup
\left\{ \begin{pmatrix} a & 0 \\ 0 & -a \end{pmatrix} \mid a = \pm 1 \right\}.
\]
Among them, the following is the complete list of pairs of mutually different representatives of $K$-orbits, which generates the same $G$-orbits. There are only three of such pairs (and no triples).
\[
\left\{ \begin{pmatrix} a & 1 \\ 0 & a \end{pmatrix}, \begin{pmatrix} 0 & a \\ 0 & a \end{pmatrix} \right\} (a = \pm 1),
\left\{ \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \right\}.
\]
For example, if we take $x = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$, then the stabilizer is
\[
G_x = \left\{ \begin{pmatrix} \alpha & \beta \\ 0 & \alpha \end{pmatrix} \mid \alpha \neq 0 \right\}
\text{ and } G^\sigma_x = \left\{ \begin{pmatrix} \alpha & \beta \\ 0 & \alpha \end{pmatrix} \mid \alpha = \pm 1 \right\}.
\]
Now we see that for $h = \begin{pmatrix} -1 & \beta \\ 0 & -1 \end{pmatrix} \in G^\sigma_x$, there is no $f \in G^\sigma_x$ such that $h = f^2$. Similarly, if we take $x = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$, then $G_x = K$ and
\[
G^\sigma_x = \left\{ \begin{pmatrix} \alpha & 0 \\ 0 & \delta \end{pmatrix} \mid \alpha^2 = \delta^2 = \pm 1 \right\}.
\]
Again, for $h = -12$ or $\pm \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \in G^\sigma_x$, there exists no $f \in G^\sigma_x$ which satisfies $h = f^2$. These are obstructions which prevent the map $X/K \to \tilde{X}/G$ from being injective.
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